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Disclaimer

The computer program presented in this report has been
tested carefully in the analysis of a variety of data. Although
it has consistently yielded accurate results, the authors make
no warranty as to its accuracy and functioning, nor shall the
fact of its distribution imply such warranty.



TETREST: A FORTRAN IV PROGRAM FOR CALCULATING
TETRACHURIC CORRELATIONS

The Tetrachoric Correlation Coefficient

The tetrachoric correlation coefficient is an estimate of the product-
moment correlation between two continuous normally distributed variables which
have been dichotomized so that each variable takes only two discrete values.
Stated another way, the 'atrachoric r is an estimate from dichotomous data of
the bivariate normal correlation between two continuous variables which have
been dichotomized. Use of the tetrachoric correlation involves assumptions
that 1) a continuous latent variable underlies the dichotomous data on each
variable; 2) the latent variables are normally distributed; and 3) the
regression of one on the other is linear.

These assumptions are illustrated in Figure 1, whi4' :h depirts normally

distributed variables X
1
and X

2
which have been dichotomized at points g

1

and g2, respectively, in such a way that if the continuous value of Xn equals

or exceeds gn, a binary value of 1 is assigned; If Xn is less than gn a value

of 0 is assigned. Lines drawn perpendicular to the axes of X1 and X2, through

Figure 1

Partionin2 of a Bivariate Normal Distribution Scatterplot
into Four Quadrants by Dichotomization

******

00000

g2

points g1 and g2, intersect to divide the bivariate normal scatterplot of
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X
1

and X
2
into four quadrants labeled a, b, c, d.

The tetrachoric correlation is used to infer the bivariate normal
correlation from the frequencies observed in each of the four quadrants.
These frequencies are the joint 'requencies which constitute a fourfold, or
2 x 2 contingency table of the two variables. -Frequency a is the number of
times that a value of 1 was observed on both variables jointly; b is the
number of occurrences of a 1 on X

1
jointly with a 0 on X

2
; c is the frequency

of a (0,1) pattern on X1 and X2, respectively; d is the frequency of occurrence

of the (0,0) pattern. Figure 2 illustrates the correspondence between the
partitioned bivariate scatterplot and the fourfold table; each of the frequencies
a, b, c, d corresponds to the observed frequency in the same-lettered quadrant
of Figure 1.

Figure 2

The Fourfold (2x2) Table'of Frequencies
Corresponding to the Quadrants in Figure 1

I

X 2

0 1

b

d

b+d

a

a+c

a+b

c+d

Figure 2 also depicts the marginal, or unconditional, frequencies of the
two variables. For example, af-b is the unconditional frequency with which a
value of 1 was observed on variable X a+c is the unconditional frequency of

a 1 on X
2

. The marginal frequencies of a variable n are a function of the

point of dichotomy, gn. If the assumptions underlying it are met, the

population tetrachoric correlation coefficient is invariant under changes in
the point of dichotomy. This is not true of the phi coefficient, the only
other correlation index used widely with dichotomous test items. The magnitude

of phi is heavily dependent on the relative magnitudes of the marginal frequencies
of the two variables.

The known lack of invariance of phi when there is diversity in the marginal
frequencies from one item to another has led to increased use of the tetrachoric
correlation. Whether tetrachoric correlation coefficients are invariant
regardless of the points of dichotomy, when the assumption of bivariate
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normality is not met, is an empirical question whose answer is specific to the

problem at hand. For bivariate normal data, the tetrachoric correlation
estimates the population product-moment correlation and is invariant. For

data which do not meet the assumption of bivariate normality the tetrachoric
correlation can still be computed, but should be interpreted only as a measure
of association whose invariance under disparate marginal frequencies is
questionable.

Phi coefficients and tetrachoric correlations also differ in another

important respect. A matrix of sample phi coefficients is always non-negative

definite, or Gramian. This means that such a matrix is appropriately structured

for the application of certain statistical analysis techniques, including

factor analysis. Matrices of sample tetrachorics are often non-Gramian

(Lord and Novick, 1968, p. 349). Factor analysis of a non-Gramian correlation
matrix of full rank will result in one or more factors having negative eigenvalues;
that is, "factors" which account for negative variance. Related problems may
include communality estimates exceeding unity, factor loadings exceeding unity,
and inability to estimate communalities iteratively because the inverse of the

correlation matrix is indeterminant.

The non-Gramian property of some sample tetrachoric correlation matrices
may be due to violating the normality assumptions for one or more variables,

to sampling error where the population interitem distributions are all bivariate

normal, or to numerical errors in estimating the correlations. Any or all of

these sources of error may render hazardous the interpretation of factor

analyses based on tetrachoric correlation matrices. Users of the tetrachoric

correlation should be aware of these potential problems, and should exercise

caution in statistical analyses of tetrachoric correlation matrices.

Applications of the Tetrachoric Correlation Coefficient

Most recent research in adaptive testing has employed a latent trait

theoretical model to account for testees' responses to .dichotomous test items.

The most prevalent latent trait models assume that the latent variable under-

lying test item responses is one-dimensional. For constructing test item

pools, this assumption requires that the latent space spanned by the items be

unidimensional. A sufficient condition for the unidimensionality of the latent

space is that the matrix of tetrachoric item intercorrelations has just one

common factor (Lord and Novick, 1968, pp. 381-382). For practical purposes,

the items are considered to represent a unidimensional variable if the largest

latent root of the sample matrix of their tetrachoric intercorrelations

accounts for a large proportion of the common variance, and the second and

smaller latent roots are of about the magnitude that might be expected from

sampling errors (Indow & Samejima, 1966; McBride & Weiss, 1974).

The tetrachoric correlation, then, is a useful statistic in the develop-

ment and analysis of item pools for adaptive testing. But it is useful for

other applications where dichotomously scored items are used, by virtue of

its invariance properties. If the assumptions underlying it are met, the

tetrachoric correlation coefficient is invariant under differences in the

marginal proportions of the two variables involved. As discussed above, this

invariance property is not the case with the fourfold point (phi) correlation

coefficient, which reaches its maximum value only if both variables of a pair

9
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have the same marginal proportions (Carroll, 1961). For this reason, the
tetrachoric correlation is useful in factor analyses of dichotomous variables
whose marginal proportions vary widely.

Another application of the tetrachoric r is in the estimation of the
parameters of the item characteristic curve in latent trait test theory.
If all the items in a test are considered to have item characteristic curves
of normal ogive form (Lord & Novick, 1968, Chapter 16), Bock and Wood (1971)
have pointed out that under certain conditions each item's discrimination

parameter may be estimated from its loading on the first factor extracted from
the matrix of tetrachoric interitem correlations.

Despite the increase in applications of the tetrachoric correlation,
general purpose computer programs for calculating it are not widely available.
The computer program described in this report was written specifically to fill
this void. Its original application permitted a unidimensionality analysis
of a set of test items being assembled in order to implement an adaptive
ability testing program (McBride & Weiss, 1974). It is presented here in
order to make a tetrachoric correlation program available to users who would
otherwise not have access to one.

General Description of TETREST

This program (TETRachoric ESTimation) uses an approximation procedure
given by Kirk (1973) to estimate the tetrachoric correlation coefficient
between two dichotomized or dichotomous variables. It also calculates the
value of the fourfold point (phi) correlation between two dichotomous variables.

TETREST is designed primarily to:

1. Construct a set of four fourfold (2 x 2) contingency tables, for
every pair of variables, from dichotomous data on a set of K variables.
For K variables there are [(K)(1f...1)]/2 such variable pairs.

2. Estimate the degree of relationship (tetrachoric and/or phi correlation)

in each fourfold table.

3. Construct the KoX matrix of tetrachoric and/or phi correlation
coefficients in a form amenabla to factor analysis using packaged
computer statistical routines such as SPSS: Statistical Package
for the Social Sciences (Nie, Bent and Hull, 1970) or BMD: Biomedical
Computer Programs (Dixon, 1973).

The program is general, emphasizing flexibility and ease of input and

output for the user. It was written specifically for the CDC CYBER 74 computer

in Control Data FORTRAN IV. TETREST will accept input data from punched

cards, magnetic tape, or disc storage. It will print, punch, or write its

output on logical units in several different forms. The specific input and

output options are described below.

Data Input

TETREST will accept input data of three different types, all arising from
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dichotomous data on K variables observed over N individuals. The three data

types are illustrated in Figures 3, 4, and 5 respectively.

Type I is the basic form of data: the dichotomous scores of N individuals
on K items. Figure 3a illustrates the Type I data of 10 individuals on three

Figure 3

(a). Type I data from a 3-item test for 10 individuals

Individual

Item

1 2 3

1 1 0 0

2 1 1 0

3 1 1 0

4 0 9 1

5 1 1 0

6 0 0 1

7 1 1 0

8 1 0 1

9 1 0 1

10 0 0 1

Totals 7 4 5

(b). The fourfold (2x2) contingency tables for each
pair of variables, derived from Type I data

Item 2 Item 3

0 1 Total 0 1 Total

1 3 4 7 1 5 2 7 1
Item 1 Item 1 Item 2

0 3 0 3 0 0 3 3

Item 3
0 1 Total

4

6

5 5 10

4

1

0

5

Total 6 4 10 Total 5 5 10 Total

dichotomous items (variables). Each individual's item scores (1 or 0) are on

a separate data record, such as a punched data card. Counting the frequency

of l's and 0's permits construction of the fourfold tables, shown in Figure 3b.

Type II data is the reduction of Type I data to a KxK matrix of frequency

counts. Figure 4 shows the Type I data of Figure 3 reduced to a 3 x 3 matrix,

called the joint frequency matrix, which contains the minimum frequency

information needed to construct the fourfold tables for each of the [(K)(K-1))/2

possible pairs of variables. The three diagonal entries (7,4,5) are simply

the three marginal "positive" frequencies (e.g., the number of correct or

endorsed items). The supra-diagonal entries (4,2,0) are the joint positive

(i.e., 1,1) frequencies for variable pairs (1,2) (1,3) and (2,3) respectively;

that is, the frequency in cell a of the fourfold table of variables i and j.
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The infra-diagonal entries (3,0,1) are the joint negative frequencies
(i.e., 0,0) for variable pairs (2,1), (3,1) and (3,2) respectively; that is,
the frequency in cell d of the fourfold tables (see Figure 2).

Figure 4

The Joint Frequency Matrix of Type II Data

1 2 3

1 7 4 2

Item 2 3 4 0

3 0 1 5

Figure 5 shows Type III data redu-ed from the fourfold tables in
Figure 3b. Type III data consists of three proportions (p., q., q.) and

20 0
and optional sign-change character, SIGN. Each set of three proportions is
derived from the fourfold table of one variable pair.

P
ij

is the joint proportion obtained by dividing one of the cell frequencies

(a,b,c or d) by N, the number of individuals observed (N= a +b +c +d). The
appropriate cell is determined by the marginal proportions. P

ij
is the joint

proportion occurring in the cell corresponding to the smaller marginals.

q. is the smaller marginal proportion for variable i.

qj is the smaller marginal proportion for variable j.

SIGN is a character which changes the sign of the obtained correlation.
This is necessary whenever Pij comes from cell b or c of the fourfold table.

If SIGN is left blank, no sign change will occur. Any other character, such
as a minus sign (-), will effect the sign correction.

Figure 5

The Joint Proportions Matrix of Type III Data

Variable
Pair

(i,j)

(2,1)

(3,1)

(3,2)

Pij qi q1 SIGN

0 .40 .30

.30 .50 .30

0 .50 .40

Data of Type I will likely be used most often in calculating tetrachoric
correlation coefficients. TETREST-is capable of yielding data of Tyre II as
output since some program users might desire to use such output as input at a
later time. Where data of Type II are available, their use as input can
represent a considerable saving of computer processing time, especially when
the number o'2. individuals in the original data is very large. The provision

12
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for data of Type III permits rapid calculation of tetrachoric or phi correlations
for one or more variable pairs for which raw data or frequency matrix data
are not available. One application of Type III data might be to check TETREST
results against tables of the tetrachoric correlation coefficient, such as
those published by the National Bureau of Standards (1959).

Data Output

TETREST is capable of several output options; the output e depends
in part on the type of input data used.

For Type I and Type II data, the following output options are available:

1. Printing or writing on tape or disc of the KxK joint frequency matrix
(i.e., Type II input).

2. Printing of the [(K)(K -1)]/2 2 x 2 frequency tables, including values
of phi and tetrachoric r.

3. Printing, punching, or writing on tape or disc or the KxK matrix of
tetrachoric and/or phi intercorrelations in either lower diagonal
or square format.

For Type III data, option 3 is available. Also available optionally for
Type III data is a listing by variable pair of the input proportions, tetra-
choric and phi correlation values, and the degree of convergence.occurring
in the approximation of the tetrachoric r.

Program Use

TETREST incorporates a number of input and output options which may be
specified by the user. Implementing these options involves the use of from
five to ten program control cards. Each card has a task definition field
consisting of the first 15 columns of the card, and one or more specification
fields spanning the remaining 65 columns (16-80). Program users familiar
with the SPSS system (Nie, Bent, and Hull, 1970) will recognize that the
present system of control cards is very similar to the one used within SPSS.
The task definition field of each control card defines the nature of the
data appearing in the specification fields. The ten program control cards,
in the order in which they should appear, are as follows:

PROBLEM
RUN NAME
INPUT MEDIUM
INPUT FORMAT
NO. OF CASES
OUTPUT FORMAT
OPTIONS
READ INPUT DATA
MATRIX
FINISH

(mandatory)
(optional)
(optional)
(mandatory)

(optional)
(optional)
(optional)

(optional)
(mandatory)

(optional)

Descriptions of the control functions of each card appear in sections A

through J below.

113
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A. The PROBLEM Card (mandatory)

This card may contain from 1 to 6 specification fields, as shown below:

PROBLEM NYAR=-- DATA=- 2X2=- NFMT=-- KEY=- R=----
WWI ITEM MEC 033a NEE -23IL" MILT ,33:E 9EI313 ME= MIMEarm num3ZEC 33E0 33IE IEEE 031E3 033;13

The data in each field of the PROBLEM card must appear in exactly the columns
specified.

NVAR=._ _specifies the number of variables in the analysis. NVAR must be a
right-justified integer number greater than 1 and less than 76.
NVAR is the only mandatory specification on the PROBLEM card.

DATA=__ specifies the type of input data and some output information.
If DATA is not specified, Type I data is assumed. DATA may take any
integer value from 1 to 5, or may be left blank. These specification
values result in the following input/output options:

DATA=1 or blank: the program will read Type I daz.a.

2 : the program will read Type I data and output the joint

frequency matrix calculated.

3 : the program will read Type II data.
4 : the program will read Type II data and output the joint

frequency matrix.

5 : the program will read Type III data.

2x2=9 causes the program to print the [(K)(X-1)]/2 2x2 frequency tables,
one for every variable pair, only if Type I or Type II data was

specified. Any other numerical value, or a blank, suppresses printing

of the 2x2 tables. Included in each 2x2 table are the intervariable

phi and tetrachoric correlation coefficients. (CAUTION: each 2x2

table requires 6 lines of print. A 75-variable problem will print
[(75)(74)3/2s2775 tables, which requires over 200 pages of print for

the 2x2 tables alone.)

NFMT= specifies the number of cards used to specify the input format.

NFMT may be a right-justified integer number from 1 to 10. If NFMT

is not specified, it is set equal to 01, and the variable input format

must be no longer than 65 characters. (See INPUT FORMAT below.)

KEY= specifies the data character which will be considered the "correct"

or "positive" value in the analysis of Type I data. For example, in

scored test data the character 1 might be assigned a correct response;
in questionnaire data a Y might represent a "yes" response. KEY may

be any alphanumeric character. Once KEY is specified, any input data

character other than KEY will be considered as "incorrect" or "negative."

For example, in 1 -0 (binary) data a 1 would be considered correct if

so specified; and a 0, blank, or any other character would be considered

incorrect.

If KEY is not specified, it is automatically set to 1 (a Hollerith

constant). If data other than Type I data are used, KEY is ignored.
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R=_ _specifies the correlation coefficient(s) to be used in constructing
the output correlation matrix or matrices. Either tetrachoric or phi
correlation matrices, or both, may be specified by a left-justified
alphabetical entry to the right of R.

R=PHI specifies that only a matrix of phi coefficients will be calculated.

R=TET or a blank field specifies that only a matrix of tetrachoric
correlations will be calculated.

R=BOTH specifies that both matrices will be calculated.

B. The RUN NAME Card (optional)

This card allows the program user to print any arbitrary 65-character
label at the top of the first printed page of the data analysis. The label
must be punched in columns 16-80 of the RUN NAME card. The RUN NAME card,
which takes the form shown below, is completely optional.

RUN NAME
12345471110fl41mes lenN&gt$2402127 40313. ume mino 1424344 sae sous 543557585,

ANY ARBITRARY SET OF CHARACTEr3

C. The INPUT MEDIUM Card (optional)

This card allows the program user to input data from cards, magnetic
tape, or disc storage file. The specification must begin in column 16 of the
card, and must be one.of the three values shown below in the example. If an

INPUT MEDIUM card is not used, the program will read the input data from the
INPUT file, which ordinarily implies punched cards.

INPUT MEDIUM CARD read data from file INPUT
INWI3 MTN' MICEI3 1415M WEE'.

DISC read data from file DATA
TAPE

If INPUT MEDIUM specifies DISC or TAPE, the user must supply the input data on

a file named DATA, and must position that file at the start of the first
record of the data to be read. (The program does not rewind the file DATA.
This is to permit separate analyses of sequential blocks of data on the same

file if desired by user.)

D. The INPUT FORMAT Card (mandatory)

The program reads data in an input format specified on this card by the

user. The program uses a variable format, the form of which varies with the

type of data to be analyzed. The INPUT FORMAT card is mandatory for the first

problem to be analyzed, but is optional thereafter unless the format changes.

Type I data must be read in Al format fields, since each variable score
will be compared with the one-character alphanumeric value of the KEY

specification.

Type II and III data (except SIGN) must be read in floating-point numeric

fields (F-fields), since the data are numeric and will be read into floating-

point arrays. SIGN must be read in an Al format.

15
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The INPUT FORMAT specification begins in column 16 with a left parenthesis,
(, and the input format, which begins on the INPUT FORMAT card and continues
tnrough NFMT cards, as specifie-1 on the PROBLEM card. The input format may
extend to as many as 10 cards in length, inclusive of the INPUT FORMAT card.
Continuation cards of the INPUT FORMAT may use the entire 80 card columns.
The format specification must end with a right parenthesis, ).

INPUT FORMAT ( )

2 3 415 6 7 111 10 11 12113 14 15 11117 11 MI 2411 21 23 2412s 16 21 780 30 3' 3433 14 35 3113/ 31 31 40141 4 43 44

E. The NO. OF CASES Card (optional)

5 46 47 IEEE 3111E3 IEEE CE11110 331103:131121 isnninto

This card specifies the number of individual records of NVAR variable
scores for the program to read in using the INPUT FORMAT specified by the user,
in the case of Type I data only. The specificatian.field begins in column 16
of the control card, and must be a right-justified integer number. E.g.,

MO. OF CASES 0192
'011 12 IliNitit/tIt1701212223241232,27 *130 3134331135343711140 7424344 54647 15kpA52&...54S5515...._115213 1447 Fro 71 74ta71J571/7717110

The program interprets this as 192 subjects, The program will read exactly
the number of cases of Type I data specified, unless it first encounters an
end-of-file on the input data file. In that case it resets the number of
cases to the number of individual data sets read before the end-of-file was
encountered. A message to this effect appears on the control-card page if an

end-offile is encountered. Program users may employ this feature to their
advantage when estimating the number of cases if the exact number is not
known, simply by using any reasonable over-estimate of the number of cases.

If a NO. OF CASES card is not read, the number is automatically set to
9999, and the program will read 9999 individual data records, or until it
finds an end-of-file mark as described above. CAUTION: In Type I data, the

number of cases is reset to 9999 at the end of each problem, and must be
respecified using the control card in each succeeding problem when appropriate.
The number of cases has no bearing on the solution of Type III data problems,
since data are input as proportions.

F. The OUTPUT FORMAT Card (optional)

The format in which the matrices of tetrachoric and/or phi correlation
coefficients will be printed and/or written on the logical output unit may
be specified using this card. The card has the form:

OUTPUT FORMAT <

I 1 2 3 4 5 11 7 1 10 11 12 13 14 15 I1 7 18 19 7 9 12 1 27 73.117! 31 3 14 35 7 139 40 1 42 43 4 5 46 47 150 51 52 5 4 5 5 5 1 . 7 5 1 5 1 6 0 , 1 1 7 13 15 H 17 11 1'0 71 17 71 14 73 3 it U 1110

The specified format must be enclosed in parentheses, and must be contained
entirely in columns 16 through 80 on the OUTPUT FORMAT card. The format

should consist of F-fields, in order to provide for the floating-point numerical

values of the correlation coefficients.

If no OUTPUT FORMAT card is read, the program will write and/or print
matrices in 8F10.7 format.
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G. The OPTIONS Card (optional)

The specification on the OPTIONS card determines the disposition of the
correlation matrices resulting from the program's calculations. The value
specified must be an integer number between 1 and 6, inclusive. TheSe values
cause the following dispositions of the r-matrices:

OPTIONS 1

11 2 3 415 13 7 119 lo 11 12113 14 15 NI1741120

2

3
4
5
6

PUNCH the r-matrix on data cards

PUNCH and PRINT the r-matrix
PRINT the r-matrix on the output file
PRINT the r-matrix and WRITE on TAPE8

WRITE the r-matrix on file TAP
suppress any output of the r-ma

Defult value of the OPTIONS card is 3; i.e., p nted output only.

NOTE: 1. The OUTPUT FORMAT, whether set by the program or specified,

applies only to printing or writing the r-matrix. If PUNCH is specified

(option 1 or 2), the PUNCH format is 8FI0.7 whenever square matrix output is
chosen (ir Keeping with the SPSS factor analysis program's requirements for
a square correlation matrix in that format). When the lower diagonal matrix is

selected (via the STATISTICS card), punched output is in format (10F8.5),
which is somewhat more economical with little loss of accuracy. See section I,

below, for information on the square and lower diagonal matrix output options.

2. For options 4 and 5, each correlation matrix is written as a file on
TAPES, separated from other files by an end-of-file mark. When both tetrachoric

and phi matrices are specified (via R=BOTH on the PROBLEM card) the tetrachoric
matrix is written first, the phi matrix second.

H. The READ INPUT DATA Card (optional)

This card has no specification field, and has the following form:

READ INPUT DATA
11 2 3 4 15 1115 11 12113 4 15 1117 U tl 20121 22 73 24125 21 27 2429 30 7, 32133 34 351f137 3131 4081 42 4344145 41 47 1 SO 1 agiallallEEKIIIIMMTEIT3E113

Its function is twofold:

74 757$ 77 01 110

1. It causes the program's internal data file (TAPE1) to be rewound

(i.e., repositioned at the start of the first logical record),

effectively erasing the input data from the previous problem, if any.

2. It causes the program to read from the user's data file (INPUT or

DATA) the input data of the type specified on the PROBLEM card.

For Type I data, the READ INPUT DATA card causes the program to read

N (=NO. OF CASES) individual records of K (=NVAR) variable scores from the

input data source specified, according to the INPUT FORMAT specified. If an

end-of-file mark is read before the Nth data record, N is reset as described

in section E. above.

For Type II data, the READ INPUT DATA card causes the program to read

K (=NVAR) records of K frequencies each (i.e., a KxK joint frequency matrix)

according to NVAR as specified on the PROBLEM card, and in the INPUT FORMAT

17



Data

p,q1,q2,sign

p,q1,q2,sign

p,q1,q2,sign

p,q1,q2,sign

P,c11,q2,sign

P,c11,q2,sign

-12-

specified. If an end-of-file mark is encountered before the Kth full record
is read, processing is terminated, and an error diagnostic is printed.

For Type III data, the READ INPUT DATA card causes the program to read
[(K)(K-1))/2 separate sets of proportions, one set for each pair of variables,
and later to process them as though they were infra-diagonal entries in a
KxK matrix of proportion sets. Thus the first set results in the obtained
correlation being treated as though it were between variables 2 and 1; the
second between 3 and 1; the third between 3 and 2; the fourth between 4 and 1,

and so on. The example below is for a 4-variable problem with [(4)(3)1/2=6
variable pairs.

INPUT data set 1

2

3

4

5

6

r -matrix:

2

variable 3

4

Variable Pair

(2,1)

(3,1)

(3,2)

(4,1)

(4,2)

(4,3)

variable

1 2 3 4

1

2 3

4 5 6

The numbers within the r-matrix schematic above correspond to the input data

sets of proportions (see Figure 5).

If no r-matrix output is desired (i.e., OPTION 6 is chosen), the order of

input of the entries need not follow the above example. If the r-matrix is

to be output, however, the program user must be careful of the order of his

input data proportion sets, since their position in the r-matrix is determined

entirely by their order in the input data.

If an end-of-file mark is encountered before a complete matrix of [(K)(K-1))/2

Type III data sets is read, K is arbitrarily truncated to one more than the

smallest value for which a square data matrix exists in the data. This will

permit processing of all the proportional data, but will result in the use of

is
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indefinite operands if an attempt is made to output the r-matrix. Therefore,

if proportional data (Type III) is used as input and the r-matrix is required
as output, the user must be sure he includes exactly ((K)(K-1))/2 sets of
proportions, and incorporates them into his data in the correct order. If the

r-matrix output is not required, any overestimate of NVAR=K will suffice.

Omitting the READ INPUT DATA card results in the specified analyses being
performed on whatever data (if any) are stored on file TAPE1. For the initial

problem in a set of one or more problems, TAPE1 is an empty file until the
READ INPUT DATA card is read. (A "problem" is defined as the analysis specified
in the set of control cards between the PROBLEM card and the MATRIX card
inclusive. More than one "problem" may be included in a single computer run.)
After the initial problem, however, TAPE1 contains whatever data was input
for the preceding problem via the INPUT FORMAT card. Therefore, specifying
a "problem" without including the READ INPUT DATA card, results in a second

pass through the input data of the preceding problem. By varying NVAR, NO.

OF CASES, and the INPUT FORMAT the program user can perform analyses of any
subset of the initial problem's data, if the READ INPUT DATA card is omitted.

I. The MATRIX Card (mandatory)

Three options may be specified using the MATRIX card. The specification

must be an integer number between 1 and 3, in the following format.

MATRIX 1

1:34$17stili7117nunm

For Type III data, print the input proportions, tetrachoric
tryntt and phi correlations, one variable pair at a time. Output

the r-matrix in lower diagonal form.

2 Output r- matrix in lower diagonal form only. (Suppress

Individual variable pair results if Type III data are involved.)

3 Output r-matrix in square form. (Suppress individual variable

pair results if Type III data are involved.)

The MATRIX card must be the last card in a problem set (excepting the

FINISH card), since execution of the data processing and output options is

begun after the MATRIX card is read. Placing the MATRIX card out of place

will result in all cards following it being read as control cards for the

succeeding problem or as data cards. Placing it before the READ INPUT DATA

card will result in the analyses specified in the present problem being

performed on the data of the preceding problem, or on an empty data file, as

described above.

If no matrix output is desired (i.e., OPTION 6 is elected) any MATRIX

option (1,2 or 3) may be used to signal the start of data processing.

J. The FINISH Card (optional)

This card has no specification field, and takes the form:

FINISH
unnommumanuommomn w;) :)j NNO MOM MM NV ,NN '1!#.1 33311EEMEEEEMEMM
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When the FINISH card is encountered on the INPUT file, processing
terminates, and control is returned to the computer operating system. Thus

the FINISH card should appear only as the last card in a set of program
control cards; it may not be used to separate problems. Failure to include a
FINISH card results in printing an error diagnostic, program termination, and
return of control to the computer operating system. In general, this will
not affect the outcome of the user's programs other than TETREST, so the
FINISH card may be considered optional. Its use is recommended whenever any
data follow the TETREST control cards on the INPUT file.

K. Control Card Order

The following are the only restrictions on control card order within a
problem. (A problem is the execution of the program on a single set or matrix
of data. Multiple problems may be included in a single run of the program.)
Aside from these restrictions, control cards may be placed in any order.

1. The READ INPUT DATA card, if present, must follow the INPUT MEDIUM,
INPUT FORMAT and NO. OF CASES cards whenever any or all are used.

2. Data cards, if used, must follow the READ INPUT DATA card. If the

input medium is CARD, and if the program is to count observations
(number of cases), then an end-of-record card (7-8-9) must be inserted
between the last data card and the next program control card. Failure

to comply with this requirement will result in program control cards
being read as data cards, and will usually terminate program execution
without a diagnostic.

On the other hand, if the number of cases is specified exactly, no
end-of-record card should separate the data cards from the control

cards.

3. The MATRIX card must be the last control card in each problem.

4. The FINISH card must be the last card in a run.

L. Examples of Control Card Use

1. Card input of Type I data; program counts number of cases; a lower
diagonal tetrachoric correlation matrix will be output.

RUN NAME EXAMPLE 1
PROBLEM NVAR=05
INPUT FORMAT (5A1)
OPTIONS 3
READ INPUT DATA
10101
11100

00111

MATRIX
(RECORD SEPARATOR)
2

R=TET
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2. Card input of Type I data; number of cases specified exactly by
user; a square phi correlation matrix will be output.

RUN NAME EXAMPLE 2
PROBLEM NVAR=05
INPUT FORMAT (5A1)
NO. OF CASES 0005
OPTIONS 3
READ INPUT DATA
10101
11100
10111
01100
10110
MATRIX 3

R=PHI

3. Tape input of data; two problems in succession (one on cases 1-100
in the data file; the second on cases 101-200); both tetrachoric and
phi matrices will be output in lower diagonal format.

RUN NAME FIRST 100 CASES
PROBLEM NVAR=05
INPUT MEDIUM TAPE
INPUT FORMAT FIXED
INPUT FORMAT (5A1)
NO. OF CASES 0100
OPTIONS 2
READ INPUT DATA
MATRIX 2
RUN NAME SECOND 100 CASES
PROBLEM NVAR=05
INPUT MEDIUM TAPE
NO. OF CASES 0100
OPTIONS 2
READ INPUT DATA
MATRIX 2
FI SH

R=BOTH

R=BOTH

. The above threc examples are merely suggestive of the flexibility of
options available to the program user. Far too many different con-
figurations of control cards are permissible to list them all here.
The following example uses the minimum number of control cards,
setting program parameters by default everywhere possible:

PROBLEM NVAR=05
INPUT FORMAT (5)0 5A1)
READ INPUT DATA

INSERT DATA HERE
(RECORD SEPARATOR)

MATRIX 2
FINISH
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This minimal configuration assumes Type I input data punched on cards,
with the program counting number of cases. It will print the
tetrachoric correlation matrix only, in lower diagonal form and 8F10.7
format, on the file OUTPUT.

Additional examples of program input, in conjunction with the output
they generated, are shown in Appendix A.

Program Specifications

File Structure

Eleven files are used within TETREST, in the following order:

INPUT

OUTPUT

PUNCH

DATA the user-supplied file containing the data to be
analyzed whenever the INPUT MEDIUM is DISC or TAPE.

TAPE1

TAPE8

TAPE9

TAPE6=OUTPUT

TAPE10=PUNCH

TAPE51=DATA

TAPE55=INPUT

Subprograms

TETREST includes the following subroutines and functions as part of the

program:

TETREST

the file used within the program to store the user's
data. When the READ INPUT DATA control card is read,
TAPE1 is rewound, and data read from file INPUT or DATA
is written onto file TAPE1.

the file on which the r -matrix is written when the user
chooses OPTIONS 4 or 5. TAPE 8 is never rewound within
the program; an end-of-file is written on it after each

matrix is written on it. The user must rewind TAPE8
in order to have access to the data on it.

the file on which the joint frequency matrix is written
when the user specifies DATA=2 or 4 on the PROBLEM card.
The comments above for TAPE8 apply to TAPE9 as well.

TAPE6 is a logical unit, set equivalent to the file OUTPUT.

TAPE10 is a logical unit, set equivalent to the file PUNCH.

TAPE51 is a logical unit, set equivalent to the file DATA.

TAPE55 is a logical unit, set equivalent to the file INPUT.

The main program; executes the input and output options.

22



SETUP

FREQ1

CELLS2

APXTET3 Approximates tetrachoric r by means of iteration given
the joint and marginal proportions.

GAUSS8 (Function) Performs 8-point Gaussian quadrature.

MTRXOUT Outputs the appropriate correlation matrices in square
or lower diagonal form.

The following system library subroutines are used within TETREST:

DATE subroutine returns the current day, month and year.

CDFNI cumulative normal distribution function inverse.

EXP the exponential function.

ABS absolute value function.

SQRT the square foot function.

Additionally, TETREST makes use of the Control Data ENCODE and DECODE

statements, as well as the IF(EOF) end-of-file check.

Timing and Core Memory Requirements

TETREST requires 46000 rcLal core memory (CM) cells to run when using the

FORTRAN extented (FTN) compiler under KRONOS 2.1 on the CDC CYBER 74 computer.

Central processor (CP) time for a TETREST run is dependent on the data type,

the correlation coefficient chosen, and the number of variables.

-17-

Reads the program control cards and the input data;
determines the desired input/output options; issues
error diagnostics.

Constructs the KxK joint frequency matrix when Type I
data are used.

Constructs a 2x2 contingency table for each pair of
variables; selects the appropriate frequencies for
the analysis; constructs the r-matrix.

Type I data requires the most CP time; Type III requires the least. For

Type I data, CP time varies directly with the NO. OF CASES and with NVAR, the

number of variables. 01- ti for the other data types is a direct function

of NVAR only.

No formula is availabio for forecasting CP time requirements. Actual

data runs have required CP time as listed below:

Case Data Type NVAR NO. OF CASES CP Seconds

1 I 75 80 15

2 I 60 200 15

3 I 50 240 25

4 I 20 200 7

23
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The disparity in CP time between Case 3 and Cases 1 and 2 illustrates the
difficulty of prescribing a rule of thumb. CP time also depends on
idiosyncracies in the data which affect the average number of iterations
required per correlation.

Availability

A complete FORTRAN listing of the program is included in Appendix B.
Card decks are available from the authors. A copy of the source code will
be provided on a tape submitted by the prospective user.

Method of Calculation

Tetrachoric Correlation Coefficient

The tetrachoric correlation between two dichotomous variables involves
solution of the following equation for r, given the values of L, h,k,x, and y:

jr1.)(" 1 [(h
2rhk] dhdk

2
2-L(x,y,r)= 2x

/
1-r exp

)c y 2(1-r
2
)

where r is the tetrachoric correlation

x,y are standard normal deviates

(1)

L is a joint function of the two dichotomous variables
and their tetrachoric relationship (whose numerical
value is observable as a joint proportion)

The values of x and y, h and k are obtained from calculations based on the
marginal proportions of the two dichotomous variables, which can be obtained
in turn from their 2x2 contingency table:

Variable
i

Correct (1)

Incorrect (0)

Variable j

incorrect correct total proportion

0 1

b+d a+c

proportion (1-p ) pj

24

a+b pi

c+d (1-pi)
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The parameters of Equation 1 are estimated from the sample contingency table as
follows:

x=0(qi)=the standard normal deviate correspunding to qi(..1-pi)

y=4)(q )=the standard normal deviate corresponding to (=1- )qj pj

L=d/N=the joint proportion of persons responding positively to both
variables (items)

In general, approaches to solving Equation 1 have involved the use of
an infinite series. McNemar (1955) gives one such solution, expressed here
in notation slightly different from his:

gig r+xy r
2

.(x
2
-l)(y

2
-l) r

3
(2)

hk 21 31

. .

where h,k are the ordinates of the standard normal curve at
x and y, respectively

McNemar's formulation includes the restriction that q
i
and

qi
(the marginal

proportions) must each be less than or equal to 1/2. Obviously, that
restriction implies that t may be the joint frequency value occurring in cell
a, b, c, or d of the 2x2 table, whichever cell corresponds to the two marginal
values meeting the restriction. Use of an inappropriate cell to obtain the
joint frequency t will introduce an error in the proportion t/N and hence will
in general result in an incorrect numerical solution for r. TETREST, in
dealing with Type I data, constructs the 2x2 table for each pair of variables
and selects the appropriate joint frequency for correct solution of Equation 2.

Kirk (1971, 1973) devised an approximation procedure based on Gaussian
quadrature and use of a Newton-Raphson iteration procedure to evaluate the
integral and approximate r. The first two terms of Equation 2 are used to
obtain an initial estimate based on the empirical values of t/N, qi and qj.

In order to employ Gaussian quadrature and restrict the range of the
estimate of r, Kirk gives the following transformation, based on Equation 1.

f(r)=

471 ir 2 2
1-u r

exp
-(x

-2 :Y2))] du

r 1

r w
i
g(u

i
)

2v
1=0

2 2

where g(u)
1

exp [(x2-2xyur+y2).]
=

1 -u2r2r
2(1-u

2
r
2
)

(3)

(4)
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multhnu.aretherootsoftheLegendrepolynomials;thew.are the associated

weights for an (n+1)-poinc quadrature.

The starting value for solution of Equation 4 is obtained by direct
solution of the following equation fer r0:

0

P-q
1
q
2 r +xy r

2

= 0 0
hk

21

(5)

where P=t/N, taken from the appropriate cell of the 2x2 table. A limiting
value of +.80 is used whenever the absolute value of the starting estimate
exceeds 1.00. Successive values are calculated using Newton-Raphson iteration:

f (ri)

;rta
ri

f (ri)

where m=P-q1q2

and

f'(r) =
1 ex

prx2
-2xyr+y2

2(1-r
2
)

-r

Iteration continues through as many as 100 cycles or until

I r r I

<.0001

Convergence failures can occur. When convergence to the criterion of .0001

does not occur, one of two alternatives takes place:

(6)

(7)

(8)

1. If convergence to within .001 has occurred, an estimate of r is
returned, but an informative diagnostic is printed, telling the user
the indices of the two variables involved and the degree of convergence
attained.

2. If convergence to within .001 has not occurred, a value of +99.00
is returned for r.

Generally, failures of convergence are due to extremely low values of
the joint proportion, P, or to the joint proportion P being very close to
either of the marginal proportions, q. or q.. One circumstance in which this

is a problem is the case in which one or more cells in the 2x2 table contains

a zero.
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When three zero cells occur, as in the following

1

0

p1mla 0

0 0 0 qi

pj =1 qj

the tetrachoric correlation is automatically set to zero, since there is no

covariance. Similarly, when there is zero variance in only one
variable (pi.r1.00 or pr1.00) there is zero covariance between variables,

and the tetrachoric correlation is zero.

When. just two zero cells occur, and these occupy either diagonal of
the 2x2 table, the program returns a value of ±1.00, the sign being determined
by the sign of the covariance between the two variables. For example:

1

i

0

1 j 0

Pi

qi

0 b

0

Pi qi

here the covariance equals 0-pipi, and the correlation coefficient is returned

as -1.0.

In the case of a single zero cell, such as

1

0

c

there is no rational basis for setting the tetrachoric r to any fixed value

as was done above. There is non-zero covariance, as well as variance in

bott, variables. This class of problems frequently results in failure of the

iteration procedure to converge on a value of the tetrachoric r. Non-convergence

is especially a problem with a single zero cell concurrent with an extreme

proportion in both variables. As indicated earlier, a failure of convergence

is signalled by a value of +99.0 being returned in place of the tetrachoric r.

Kirk's algorithm for approximating the value of the tetrachoric correlation
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does not directly calculate the correct sign of the relationship. For Type I
and Type II data, the sign of the tetrachoric correlation is determined by
the sign of the covariance, which is completely determined by the determinant
ad-bc of the fourfold table of any variable pair. Thus, when ad-bc is positive,
a positive value for the tetrachoric is output; a negative value is output
when ad -be is negative.

For Type III data the sign of the tetrachoric r is corrected by the
sign-change character, SIGN. If SIGN was blank on input, the value calculated
by TETREST is returned uncorrected. If SIGN was any non-blank character,
the calculated value of the tetrachoric r is multipled by -1 to correct the
sign of the relationship.

The Phi Coefficient

For Type I and II data, the value of the phi coefficient is calculated
from the frequencies of the fourfold table, using the following formula:

PHI
ad -bc

=

V(a+b)(a+c)(b+c)(b+d)

(9)

In the case of Type III data, phi is calculated from the input proportions
and SIGN:

PHI =

where SIGN = +1 or -1 according to the input convention described above.

Accuracy

his algorithm and double-precision arithmetic. TETREST involves a slight
modification of Kirk's method, and does not use double-precision. Nevertheless,

TETREST by using, as Type III input data, joint and marginal proportions

results generally accurate to three decimal places, with few exceptions, using

on a CDC CYBER 74 computer, TETREST results are still usually accurate to

corresponding to known true values of the tetrachoric correlation. National
Bureau of Standards (1959) tables are one source of such data.

in TETREST is a numerical approximation technique. Kirk (1973) reported

three decimal places. Users may evaluate for themselves the accuracy of

The phi coefficient is calculated exactly, and is accurate to 15 significant
digits on Control Data machines.

The method used for estimating the tetrachoric correlation coefficients

"(q )(1-q )(q
j
)(1- )

pii (10)
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Appendix A

Examples of Input and Output

PROBLEM NVAR=09 DATA=2 2X2= NFMT= KEY=1 R=BOTHRUN NAME DEMO--TYPE I DATA INPUT ON FILE INPUT
INPUT FORMAT C20X29A1////)
OUTPUT FORMAT (1)020F6.2)
READ INPUT DATA

END -OF -FILE ENCOUNTERED WHILE READING DATA
NO.OF CASES HAS BEEN CHANGED TO 66

MATRIX 2

DEMO.r..TYPE I DATA INPUT ON FILE INPUT

PRI,..TED BELOW IS THE JOINT FREQUENCY MATRIX.

WITH JOINT FREQUENCY CORREcT ++IN THE UPPER DIAGONAL,
JOINT FREQUENCY INCORRECT . - -. IN THE LOWER DIAGONAL
AND MARGINAL FREQUENCY. + .IN THE DIAGONAL

1 *

1 2 3 4 5 6

43 22 24 17 28 23
2 *

21 24 14 13 17 16
5 *

21 30 26 10 20 13
4 *

4 19 14 20 14 13
9 *

5 13 14 17 32 22
8 *

19 31 26 16 15 27
7 *

17 25 21 12 6 27
8

19 28 24 12 7 25
q *

20 30 28 14 14 29

ao

7 8 9

16 31 29

14 21 20

10 19 20

13 17 16

13 22 26

13 21 22

18 17 17

20 35 26

21 25 32
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LISTED BELOW IS THE MATRIX OF TETRACHORIC CORRELATIONS

VAkTABLE
1.00

VARIABLE
.69

VARIABLF
.73

VARIABLE
-.05

VARIABLF
.29

VARIABLE
.56

VARIABLE
.50

VARIABLE
.75

VARIABLE
.76

1

2
1.00

3
.45

4
.43

5
.28

6
.59

7

.69

8
.77

9
.76

1.00

.05

.49

.24

.19

.50

.67

1.00

.29

.28

.53

.45

.44

1.00

.63

-.07

.06

.73

1.00

.55

.62

.77

1.00

77

.81

1.00

.76 1.00

LISTED BELOW IS THE MATRIX OF PHI CORRELATIONS

VARIABLE
1.00

VARIABLE
.42

VARIABLE
.46

VARIABLE
..02

VARIABLE
.16

VARIABLE
.35

VARIABLE
.27

VARIABLE
.52

VARIABLE
.52

1

2
1.00

3

.29

4
.28

5
.18

6
.40

7
.47

8
.52

9
.53

1.00

-.03

.32

.15

.12

.32

.46

1.00

.18

.18

.35

.27

.27

1.00

.43

-.04

.04

.51

1.00

.35

.41

.55

1.00

.45

.51

1.00

.55 1.00
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.
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.
0
0
0
0
0

2
3
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.
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.
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6
7
2
0

.
5
0
0
0
0
0
0
0

.
5
0
0
0
0
0
0
0
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.
8
1
9
3
3

-
.
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6
0
0
8

.
0
0
0
0
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2
4

8
3

.
0
0
0
0
0
0
4
0

.
1
5
8
6
5
5
2
5

.
5
0
0
0
0
0
0
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-
.
4
3
4
2
5

-
.
9
5
9
7
6

.
0
0
0
1
0

2
5

8
4

.
0
2
2
5
2
6
7
0

.
5
0
0
0
0
0
0
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.
5
0
0
0
0
0
0
0

9
0
9
8
9

-
.
9
9
1
0
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5
.
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0
0
0
5
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0

.
1
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.
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0
0
0
0
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0

-
.
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-
.
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.
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0
0
0
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-
.
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0
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.
0
0
0
0
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LISTED BELOW IS THE MATRIX OF TETRACHORIC CORRELATIONS

VARIABLE
1.0000000

VARIABLE
.4999974

VARIABLE
.5000000

VARIABLE
.A486980

VARIABLE
.9501760

VARIABLE
.9601208

VARIABLE
-.0500211

VARIABLE
.9500391

1

2
1.0000000

3
.8500160

4
.8999555

5
.8985307

6
.9910074

7
-.1994941

8
.9600849

1.0000000

.9000036

.9500787

.9910019

.7499432

.9597555

1.0000000

.9601756

.9910300

- .7500099

- .9910023

1.0000000

.9910300

.9000033

"*.9571461

1.0000000

."9017240

- .9701562

1.0000000

34

1.0000000
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Appendix B

A Complete FORTRAN Listing of PROGRAM TETREST

PROGRAM TETREST(INPUTPOUTPUTFPUNOrTAPE1 pTAPE8rTAPE9PDATAPTAPE6=OU 1

+TFUTPTAPE10=PUNCHrTAPE51=DATAFTAPE55=INPUT) 2

COMMON /RFREQ /R(75,75) 3

COMMON/FRMAT/IFMT(80),OFMT(8) 4

COMMON/IOPT/OPT(,8) 5

COMMON/MISC/ICOL(75),NAME(8)PNIPNSPNFrIRPLIUPJ5PEC 6

DIMENSION DUM(75) 7

INTEGER OFMT 8

IRUN=0 9

1 CALL SETUP 10

CALL OATE(NOw) 11

PRINT 1019,NAME.NOW 12

ZL:NS 13

REWIND 1 14

IF(OPT(1).E0.5.)G0 TO 7 15

IF(OPT(1).GE.3.)G0 TO 31 16

CALL FREQ1(NS,NI,IR) 17

iF(OPT(1).E0.2.)4,61 18

31 READ(1FIFMT)((R(I,J),J=1oNI)pI=1,N1) 19

IF(OPT(1)EG.4.)4,61 20

4 PRINT 1003 21

DO 5 I=1,NI 22

5 ICOL(I)=I 23

PRINT 100411(ICOL(I),I=1,NI) 24

PRINT 1005 25

DO 6I=1PNI 26

PRINT 1006.1 27

ENCODE(125.1007,DUM(1))(R(IPJ),J=1,NI) 28

DECODE(125,1008,DUM(1))(ICOL(J)rj=1NI) 29

DO 51 J=1,NI 30

IF(ICOL(J).EG.4H )ICOL(J)=414 0 31

51 IOOL(J)=1OOL(J).A.777777770077777777775.0.5500000000008 32

IF(OPT(1).NE.4.)G0 TO 6 33

WRITE(9,1008)(ICOL(J),J=1,NI) 34

6 PRINT 100911(ICOL(J),J=1.NI) 35

ENDFILE 9 36

61 CALL CELLS2 37

GO TO 10 38

7 N=0 39

IF(OPT(2).GE.2.)GO TO 71 40

PRINT 1012
PRINT 1013

71 R(1,1)=1.
DO 8 I-12,NI
R(IPI)=1.
K=I1
DO 8 J=1,1(
R(I,J)=R(JFI)=99.0
READ (1,IFMT)PCFPIrNhISIGN
ASIGN=1.
IF(I5IGN.NE.10H
IF(EOF(1))99072,994

72 CALL APXTET3(PCFPIPPJOUTPEPS)
IF(ASIGN.E0.0.)ASIGN=1.
R(JPI)=OUT*ASIGN

41
42
43
44
45
46
47
48
49
50
51

52
53
54
55



-30

PHI=( PC(PI*PJ))/ART(PI*PJ*(1.PI)*(1.PJ)) 56
PHI=PHI*ASIGN 57
IF(OPT(2).GE.2.)GO TO 73 58
00=R(JPI) 59
N=N+1 60
PRINT 10140NtItUtPCPPItPJFPHIOUTEPS 61

73 CONTINUE 52
8 R(IFJ)=PHI 53
994 IF(OPT(2).GE.2.)G0 TO 10 64

PRINT 1010 65
CCCCC SUPPRESS R MATRIX 66
10 IF(OPT(3).EQ.6.)GO TO 1 67

ISPEC=1 68
IF(JSPECaE0.3HBOT)ISPEC=2 69
IF(JSPEC.EQ.3HPHI)ISPEC=3 70

CCCCC BRANCH TO R MATRIX OUTPUT GROUP 71
IF(OPT(3).LEs4.)1000110 72

100 IF(OPT(3).EQ.1.)G0 TO 105 73
0=6 74
IF(OPT(2).E0.3.)1010103 75

101 ASSIGN 102 TO NSTATE 76
GO TO(2012010202)PISPEC 77
WRITE(609001) _ 78
GO TO 1 79

102 IF(OPT(3).EQ.3.)GO TO 1 80
IF(OPT(3).EQ.2.)105,110 81

CCCCC PRINT.LOWER DIAGONAL 82
103 ASSIGN 104 TO NSTATE 83

GO TO (203203,204)01SPEC 84

WRITE(609001) 85
GO TO 1 86

104 IF(OPT(3).EQ.3.)GO TO 1 87
IF(OPT(3).EQ.4.)G0 TO 110 88

CCCCC PUNCH SQUARE MATRICES 89
105 ASSIGN 108 TO NSTATE 90

LU=10 91
IF(OPT(2).EQ.3.)1060107 92

106 GO TO(2012010202)PISPEC 93
WRITE(609001) 94

107 GO TO.(203.2)30204),ISPEC 95
wRITE(609001) 96

108 GO TO 1 97
CCCCC WRITE R MATRICES 98

110 IF(OPT(2).EQ.3.)111,113 99
CCCCC SQUARE MATRICES 100
111 IF(ISPEC.E0.3)G0 TO 112 101

CCCCC SQUARE TET 102
CALL MTRXOUT(801) 103
IF(ISPEC.EQ.2)112.1 10k

CCCCC SQUARE PHI 105

112 CALL MTRXOUT(802) 106
GO TO 1 107

CCCCC LOWER DIAGONAL MATRICES 108

113 IF(ISPEC.EQ.3)G0 TO 114 109
CALL MTRXOUT(804) 110
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IF(ISREC.EQ.2)114,1
114 CALL MTRXOUT(803)

GO TO 1
CCCCC SQUARE TET
201 CALL MTRXOUT(LUrl)

IF(ISPEC.EQ.2)202,2021
CCCCC SQUARE PHI
202 CALL MTRXOUT(LUr2)

GO TO 2021
203 CALL M7RXOUT(LUr4)
CCCCC LOWER TET

IF(ISPEC.EQ.2)204,2021
CCCCC LOWER PHI
204 CALL MTRXOUT(LUr3)
2021 GO TO NSTATEP(102r104.108)

GO TO 1
1001 FORMAT(8A10)
1002 FORMAT(1)08A10)

111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128

1003 FORMAT(lXr*PRINTED BELOW IS THE JOINT FREQUENCY MATRIXrWITH JOINT 129
2 FREQUENCY CORRECTr++,IN THE UPPER DIAGONALr*/51Xr*JOINT FREQUENCY 130

3 INCORRECT I'.P IN THE LOWER DIAGONAL*r/51Xr*AND MARGINAL FREQUEN 131

4CY, + rIN THE DIAGONAL*/) 132

1004 FORMAr(7Xr25I5) 133

1005 FORMAT(//) 134

1006 FORMAT(1XrI3rXr1H*) 135

1007 FORMAT(25F5.0) 136

1008 FORMAT(25(A4r1X)) 137

1009 FORMAT(7X,25A5) 138

1010 FORMAT(1H1) 139

1011 FORMAT(lXr*PRINTED BELOW ARE THE 2X2 CONTINGENCY TABLES FOR EVE 140

2RY ITEM PAIR*//) 141

1012 FORMAT(1Xr*THE FOLLOWING TETRACHORIC CORRELATIONS WERE CALCULATE 142

2D FROM THE INPUT PROPORTIONS LISTED.*r/lX *CAOTION.......ANY MARGINAL 143

3FREQUENCIES GREATER THAN .50 WERE CORRECTED INTERNALLY/WHICH CAUSE 144

4S AN INCORRECT RESULT*r/1Xr*N0TE -- -THE SIGN OF THE CORRELATION 145

5COEFFICIENT MAY bE REVERSED IF THE JOINT PROPORTION WAS TAKEN FROM 146

6 THE MINOR DIAGONAL*,/) 147

1013 FORMAT(1X.7HPROBLEMr3X0HVARIABLESP5Xr3OHJOINT AND MARGINAL PROPO 148

2RTIONSr16Xr3HPHIr7)011HTETRACHORICr5)07HEPSILON/) 149

1014 FORMAT(1)0I5,5X,140*.*rI4rXr3(F10.8e5X),3(F10.5r5X)) 150

1015 FORMAT(/1Xr*VAR1ABLE*rI5)
151

1017 FORMAT(8F10.7) 152

1018 FORMAT(10F8.5) 153

1019 FORMAT(1H1r8A10,40X,A10/) 154

9001 FORMAT(/10(1H0r*PROGRAM ERROR»ISPEO IS OUT OF RANGE INTETREST*) 155

END 156

SUBROUTINE MTRXOUT(LUrISPEC)
157

CCCCC OUTPUTS THE UPPER OR LOWER DIAGONAL OF A SQUARE MATRIX AS A SO 158

CCCCC OR LOWER DIAGONAL MATRIX
159

COMMON/RFREQ/R(75,75)
160

COMMON/FRMAT/IFMT(80),LMT(8)
161

37
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COMMON/NISC/DUM(75)NAME(8)NIINSNF/R,LIUJSPEC 162
IF(LU.E0.6)99100 163

99 GO TO(105.106106,105),ISPEC 164
100 GO TO(102,101,104#103)tISPEC 165
CCCCC LOWER DIAGONAL TO SQUARE 166
101 DO 4 I=ltNI 167

IF(LU.EQ.6)1,2 168
1 WRITE(61015)I 169
2 IF(I,EQ.NI)G0 TO 5 170

K=I+1 171
DO 3 J=KFNI 172

3 DUM(J)=R(KrI) 173
4 wRITECLU OPMTMR(IFJ),J=1,NI),(DUM(L)L:KFNI)) 174
5 wRITECLUOFMTHR(1J),J=1,NI) 175

GO TO 20 176
CCCCC UPPER DIAGONAL TO SQUARE 177
102 IF(LU.EQ.6)67 178
6 I=1 179

WRITE(61015)I 180

7 wRITECLUOFMTHR(1,J)J=1,NI) 181
DO 9 I=2NI 182
IF(LU.EQ.6)71,72 183

71 WRITE(61015)I 184
72 IF(I.EQ.NI)GO TO 10 185

DO 8 J=1,NI 186
8 DUM(J)=R(J,1) 187

L=I+1 188

9 wRITE(LU OFMT)( (OUM(J),J=1I)(R(IrK),K=LNI)) 189
10 WRITE(LUOFMT)(R(INI)I=1,NI) 190

GO TO 20 191
CCCCC UPPER DIAGONAL TO LOWER 192
103 DO 13 I=IFNI 193

DO 11 J=1,I 194

11 DUM(J)=R(J,I) 195

IF(LUEQ.6)12,13 196

12 WRITE(6,1015)I 197

13 WRITECLUFOFMT)(DUM(J),J=1,I) 198

GO TO 20 199

1015 FORMAT( /1) *VARIABLE*,I5) 200

CCCCC. LOWER DIAGONAL TO LOWER 201

104 DO 15 I=1,NI 202

K=I 203
IF(LU.EQ.6)14,15 204

14 WRITE(61015)I 205

15 WRITECLUOFMTHR(IJ)J=1,K) 206

GO TO 20 207

105 WR1TE(61051) 208
GO TO 100 209

106 WRITE(6,1061) 210
GO TO(102.101104103),ISPEC 211

20 END FILE LU 212
RETURN 213

1051 FORMAT(*1LISTED BELOW IS THE MATRIX OF TETRACHORIC CORRELATIONS* 214

+///) 215

1061 FORMAT(*1LISTED BELOW IS THE MATRIX OF PHI CORRELATIONS*///) 216

END

Z18
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SUBROUTINE SETUP 218

COMMON/RFREO/R(7505) 219

COMMON/FRMAT/IFMT(80)0FMT(8) 220

COMMON/IOPT/OPT(8) 221

COMMON/MISC/ICOL(75),NAME(8).NI.NS,NFrIReLTUtJSPEC 222

DIMENSION IN(8)rDUM(75) 223

1 NS=9999SNF=1SLIU=55SNI=0 224

PRINT 2007 225

CALL DATE(NOW) 2.26

IVER=9H 1 FEB 75 227

PRINT 1000.NOWrIVER 228
DO 2 I=1,8 229

NAME(I)=10H 230

OFT(I)=I 231

2 OFMT(I)=10H 232

OFMT(1)=10H(8F10.7) 233

11 DO 12 1=1.8 234

12 IN(I)=10H 235

READ(55,2001)IN 236

IF(EOF(55))991.13,991 237

13 PRINT 20020IN 238

IF(IN(1).E0.10HPROBLEM )GO TO 20 239

IF(IN(1).E0.10HRUN NAME )GO TO 30 240
IF(IN(1).EQ.10HINPUT MEDI)GO TO 40 241

IF(IN(1).E010HINPUT FORM)GO TO 50 242

IF(IN(1).EQ.IOHNO. OF CAS)GO TO 60 243
IF(IN(1).EQ.10HOUTPUT FORGO TO 70 244

IF(IN(1).EQ.10HOPTIONS )G0 TO ao 245

IF(IN(1).EQ10HMATRIX )GO TO 90 246

IF(IN(1).EQ.10HREAD INPUT)GO TO 100 247

IF(IN(1).EQ.10HFINISH )GO TO 110 248

PRINT 992 249

STOP2
250

20 DECODE(60.2003.1N(3))NDOPT(1).OPT(4),NP.IR.JSPEC
251

IF(JSPEC.EQ.3H )JSPEC=3HTET 252

IF(NI.LE.1.OR.NI.GT.75)GO TO 993 253

IF(OPT(1).0.0.0R.OPT(1).GT.5.)G0 TO 993 254

IF(OPT(1).E0.0.)OPT(1)=1.
255

IF(IR.E0.5H )1R=1H1 256

IF(NF.E0.0)NF=1
257

IF(NF.L.T.0.0ReNF.GT10)G0 TO 993 258

IF(OPT(4).LT.0..OR.OPT(4).GT.9.)G0 TO 993 259

GO TO 11
260

30 DO 31 I=1.7
261

31 NAME(I)=XN(I+1)
262

NAME(8)=10H
263

GO TO 11
264

40 1F(IN(2).EQ.10HUM CARD )41042 265

41 LIU=55 S GO TO 11
266

42 1P(IN(2).E0.101HUM TAPE )43.44 267
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43 LIU=51 S GO TO 11
44 IF(IN(2).E010HUM

PRINT 9009
GO TO 11

50 00 51 1=1,80
51 IFMT(I)=10H

DECODE(702004PIN(2))(IFMT(I)FI=1.7)
IF(NF.EQ+1)11.52

52 NF=7+((NF...1)*8)
READ(552001)(IFMT(I)FI=8.11F)
PRINT 2002F(IFMT(I)I=8PNF)
GO TO 11

60 DECODE(10F2005IN(2))NS
IF(NS.LT.100R.NS.GT.9999)G0 TO 994
GO TO 11

70 DECODE(70,2004IN(2))(0FMT(I)PI=107)
GO TO 11

80 DECODE(102006IN(2))0PT(3)
IF(OPT(3).LE.00.0RcOPT(3).GT.60G0 TO 995
GO TO 11

90 DECODE(102006IN(2))0PT(2)
IF(OPT(2).LE.00.0R.OPT(2).GT.3.)G0 TO 996
RETURN

100 REWIND 1
IF(OPT(1).E(05.)101.103

101 DO 102 I=2PNI
N1:41
DO 102 L=IPN1
READ(LIUPIFMT)(DUM(J)FJ=1F4)
IF(EOF(LIU))1021,102,1021

102 WRITE(1IFMT)(OUM(J)J=104)
GO TO 1022

1021 NI=I
1022 END FILE 1

GO TO 11
103 IF(OPT(1).0E.30)1040106
104 DO 105 I=1FNI

READ(LIUPIFMT)(DUMMtJ=1FNI)
IF(E0F(LIU))99771050997

105 WRITE(1PIFMT)(DUM(J)FJ=1PNI)
END FILE 1
GO TO 11

106 DO 107 I=1FNS
READMIUPIFMTHICOL(J)FJ=1PNI)
IF(E0F(LIU))1061.107.1061

1061 N5=I...1

PRINT 9008PNS
GO TO 108

107 WRITE(1,IFMT)(IOOL(J)FJ=1,NI)
108 END FILE 1

60 TO 11
110 STOP
991 CONTINUE

PRINT 9001
PRINT 9999

-34

DISC )GO 70 43

40

268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
296
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322



-35-

F,TOP1 323
993 PRINT 9003 324

PRINT 9999 325
STOP3 326

994 PRINT 9004 327

PRINT 999. 328
STOP4 329

995 PRINT 9005 330

PRINT 9999 331

STOPS
996 PRINT 9006

PRINT 9999 334

STOP 6 335

997 PRINT 9997 336

-PRINT 9$399 .337

STOP? 338

9001 FORMAT(/10(1H*).*ERROR---END/OFFILE ENCOUNTERED WHILE READING VE 339

2REST CONTROL CARDS*) 340

9003 FORMAT(/10(IN*).*ERROR---ONE OR MORE OF YOUR PROBLEM CARD PARAMET 341

2ERS IS OUT OF RANGE*P/18X1 *CHECK THE VALUES OF NVAR.NF.DATA AND 342

32X2,*) 343

9004 FORMAT(/10(1H*)v*ERROR---THE NO.OF CASES IS TOO LARGE OR NON-NUn 344

2RXC VALUE WAS READ*) 345

9005 FORMAT(/10(1H*).*ERROR.---THE OPTION CARD VALUE IS OUT OF RANGE OR 346

2 A NON-NUMERIC VALUE WAS READ*) 347

9006 FORMAT(/10(1H*),*ERROR-..-THE MATRIX CARD VALUE IS OUT OF RANGE 0 348

2R A NON-NUMERIC VALUE WAS READ *) 349

9008 FORMAT(/10X *END-OF-FILE ENCOUNTERED WHILE READING DATA*,/ 350

210)(o*NO.OP CASES HAS BEEN CHANGED TO *PI8) 351

9009 PORMAT(/10)0*COMMENT---CHECK YOUR INPUT MEDIUM CARD FOR ERROR. IN 352

2PUT MEDIUM IS ASSUMED TO BE CARDS *) 353

992 FORMAT(/10(1H*),*ERROR--THE PROGRAM DID NOT READ A COMPLETE SET 354

20F CONTROL CARDS.*P/18XP,IF CONTROL CARDS ARE COMPLETEvCHECK FOR M 355

3:SSPELLED DEFINITION FIELDS*) 356

9997 FORMAT(10(1H0v*ERROR---END-OF-FILE ENCOUNTERED WHILE READING JOI 357

2NT FREOLNCY MATRIX *) 358

9999 FORMAT( /Ipxv*FURTHER DIAGNOSTICS WOULD BE MISLEADING.*) 359

1000 PORMAT(100)0A1p/100X1 *PROGRAM TETREST*P/100X.A102X *REVISION*P 360

+//////////) 361

2001 FORMAT(8A10) 362

2002 FORMAT(20)8A10) 363

2003 FORMAT(I2,8X,F1,9XF1v9X,I2P8XPAIP9X,A3) 364

2004 FORMAT(5XtA5P6A10) 365

2005 FORMAT(5$vI4e1X) 366

2006 FORMAT(5XtF1f4X) 367

2007 FORMAT(1H1) 368

STOP 369

END
370

SUBROUTINE FRE01(NSPNVvIR)
COMMON/RFREO/IFR(75'75)
COMMON/FRMAT/IFMT(80)

41
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DIMENSION IX(75)
REAL IFR
NI=NV
0102 I=ltNI
00102 J=10NI
IFR(IJ)=0.

102 CONTINUE
DO 107 L=1,NS

103 READ(1tIFMT)(IX(1),I=1,NI)
DO 107 I=1tNI
DO 107 J=ItNI
IF(IX(I).E(oIX(J))1040107

104 IF(IX(I).EQ.IR)105tI06
105 IFR(ItJ)=IFR(Itj)+1.

- Get- TG 107-

106 IF(I.EQ.J)GO TO 107
IFR(JtI)=IFR(J0I)+1.

107 CONTINUE
RETURN
END

- - -

374
375
376
377
378
379
380
381
382
383
384
385
386
387
338
389
390
391
392
393

SUBROUTINE CELLS2 394

COMMON /RFREQ /R(75.75) 395

COMMON/IOPT/OPT(8) 396

COMMON/MISC/ICOL(75)0NAME(8)0NItOtNFIRtLIUtJSPEC 397

N1=NI1 398

IF(OPT(4).NE.90)G0 TO 200 399

PRINT 3 400

3 FORMAT(*1PRINTED BELOW ARE THE 2X2 CONTINGENCY TABLES FOR EACH VA 401

2RIABLE PAIR*t/1Xt*99.00 IS PRINTED WHEN THE PROGRAM CANNOT CONVERG 402

3E ON A SOLUTION*0//) 403

200 DO 227 I=1tN1 404

N2=I+1 405

DO 227 J=N2PNI 406

A=P(ItJ) 407

U=R(JtI) 408

E=R(ItI) 409

G=R(JtJ) 410

B=EA 411

C=G..A 412

F=C+0 413

H=B+0 414

ZL=A+B+C+0 415

oET:(A*D)((3 *c) 416

IF(DET)200220012002 417

2001 pHI=Os 418

R(It.),:0.
419

GO TO 2003 420

2002 RHI=DET/SORT(E*F*G*H) 421

2003 IF(JSPEC.E0e3HPHI)G0 TO 226 422

IFiF.GE.E)2010202
423

201 ANUM:E 424
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IBIT=2 S GO TO 203 425

202 ANUM=F 426
IBIT=0 427

203 IF(H.GE.G)2040205 428

204 8NUM=G 429
IBIT=IBIT+1 S GO TO 206 430

205 8NUM=H 431
206 IF(IBIT.EQ.0)207'208 432

207 CELL=D S GO TO 215 433

208 IF(I8IT.EQ.1)2090210 434

209 CELL=C S GO TO 215 435

210 IF(IBIT.EG.2)211.212 436

211 CELL=8 S GO TO 215 437

212 IP(IBIT.E(4.3)214,213 438
213 STOP20001 _ 4.39_

214 CELL=A 440

215 P=CELL/ZL 441
GI=ANUM/ZL 442

QJ=8NUM/ZL 443

216 IF(DET)22002260220 444

220 CALL APXTET3(PPOIPGJR1PEPS) 445

IF(DET)22202230223 446

222 X21. S GO TO 225 447

223 )(21. S GO TO 225 448

225 R(IFJ)=X*ABS(R1) 449
TEMP=A8S(R1) 450

IF(TEMP.EG.99.)G0 TO 226 451

IF(EPS.LE..0001)G0 TO 226 452

PRINT 2rIFJPEPS 453

226 R(JPI)=PHI 454

IF(OPT(4).NE.9)G0 TO 227 455

PRINT 1rJr8tArErP,R(IvJ)tEPSr!rDIC,FrOIrGrHrZLPOJrPHI 456

227 CONTINUE 457

DO 228 I=1PNI 458

228 R(I,I):1. 459

1 FORMAT(17)(r6H VARPI3011 +08)06HTOTALSI11)(011HPROPORTIONS/ 460

212)(F1H+03P10.0#5)06HP(IPOPF9.809X017HTETRACHORIC R =PP13.703Xt 461

39HEPSILON =W10.5/1XP3HVARPI3r5X11Hr3F10.005X05HQ( I ),F9.8/ 462
47)06HTOTAL5r3F10.05X.6HO( J )0F9.8e20XP6HPHI :IF13.7/1X.130(1H...) 463

5) 464

2 FORMAT(1)(F*CORRELATION(*PI3r*r*PI3,*)WAS OBTAINED USING A SUBSTAND 465

2ARD CONVERGENCE VALUE OF*PF10.5) 466

RETURN 467

END 468

SUBROUTINE APXTET3(PC,PI.PJ,RO,EPS)
REAL MO(
EPS=0.
/F(PC.NE.PI)G0 TO 1
IF(PI.FO.PJ)1401

1 TWOPI=6.2831853072
M=PC...PI*PJ

469
470
471
472
473
474
475
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IF(PI.GT..5) PI=10-PI 476
IF(PJ.GT..5) PJ=1.-PJ 477

GI=1.-PI 478
0=1,-PJ 479

ZI=CDFNI(QI) 480

ZJ=CDFNI(DJ) 481

H=EXP(.5*(-1.*(Z1**2)))/SGRT(TWOPT) 482

K=EXP(.5*(-1.*(Z,J**2)))/SCRT(TWOpI) 483

R=M/(H*K) 484

R=R-(ZI*ZJ)*(R**2/2.) 485

IF(R.GT..80)02 486

2 IF(R.LT.-.80)3.5 487

3 R=-.80 S GO TO 5 488

4 R=80 489

-5 RUT=ZI**2-4' ZJ * *2 _ -490
J=1 491

100 DO 11 1=1.50 492

INR.GE.1.)8P6 493

6 IF(R.LE.-1.)7.9 494

7 R=-.97 $ GO TO 9 495

8 R=.97 496

9 CONTINUE 497

DIV=1.-R**2 498

FPRI=EXP((-1.*(RuT-2.*ZI*ZJ*R))/(2.*DIV))/(TWOPI*SORT(DIV)) 499

FOFR=GAUSS8(RaI.ZJ) 500

R1=R-(F0FR-M)/FPRI 501

EPS=ABS(R1-R) 502

IF(EPS.LT..0001)15P10 503

10 R=R1 504

11 CONTINUE 505

J=J+1 506

IF(J.GT.2)13F12 507

12 R=.55 S GO TO 100 508

13 IF(EPS.LE..001)G0 TO 15 509

R=99. S GO TO 15 510

14 R=1. 511

15 RO=R 512

RETURN 513

END 514

FUNCTION GAUSS8(R.2I.ZJ) 515

DIMENSION U(8)FW(8).U2(8) 516

DATA(U(I).1=1,8)/.0198550718F.1016667613..2372337950..4082826788, 517

+.5917173212'.7627662050P.89833323870801449282/ 518

DATA(WW.I=1,8)/.0506142681..1111905172F.1568533229F.1813418917, 519

+.1813418917..1568533229,.1111905172,0506142681/ 520

DATA(U2(1).1=1F8)/.0003942239..0103361304..0562798735, 521

+.1666947458/.3501293883'.5818122830.8070026078'.9606840804/ 522

sum=o 523

TEM1=R/6.2831853072 524

TEM2=2.*ZI*ZJ*R 525

R2=R**2 526

RUT=ZI**242J**2 527

DO 10 1=1,8 528

ADIV=1.-R2*U2(I) 529

G=EXP((-1.*(RUT-TtM2*U(I)))/(2.*ADIV))/S0RT(ADIV) 530

44
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10 SUM=SUM+G*w (1)
GAUS58=SUm*TEM1
RETURN
END

531
532
533
534
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